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Abstract

We present ERSS 2005, our entry to this year’s
DUC competition. With only slight modifica-
tions from last year’s version to accommodate
the more complex context information present
in DUC 2005, we achieved a similar perfor-
mance to last year’s entry, ranking roughly in
the upper third when examining the ROUGE-1
and Basic Element score.

We also participated in the additional manual
evaluation based on the new Pyramid method
and performed further evaluations based on the
Basic Elements method and the automatic gen-
eration of Pyramids. Interestingly, the ranking
of our system differs greatly between the differ-
ent measures; we attempt to analyse this effect
based on correlations between the different re-
sults using the Spearman coefficient.

1 Introduction

The fourth automatic summarization competition within
the yearly DUC series marks a shift from the general
summarization tasks present in previous years to the gen-
eration of focused, context-specific summaries.

In this paper, we present ERSS 2005, a system based
on fuzzy coreference resolution, and its performance as
indicated by automatic and manual evaluation results.

1.1 DUC 2005: Context-based Multi-Document
Summarization

Unlike in previous years, DUC 2005 consisted of one task
only, the creation of summaries for document clusters
based on a prescribed context. Each of the 50 given clus-
ters represented a (TREC) topic and contained between
25 and 50 newspaper articles. The individual articles
were taken from theFinancial Times of Londoncollec-
tion and theLos Angeles Timescollection.

For each document cluster, a multi-document summary
of 250 words length had to be generated based on a com-
plex context, which consisted of a set of (related) open
questions; an example can be seen in Figure1. An addi-
tional granularity field indicated if the summary for the
context should be at agenerallevel or go more intospe-
cific details.

1.2 Contents Outline

In the following section, we provide some more details
on our summarization system ERSS and its implementa-
tion. Section3 examines our system’s performance based
on the results provided by NIST and our participation in
the optional Pyramid evaluation scheme; additionally, we
evaluated our system using automatically created Pyra-
mid annotations and Basic Elements (BE). Our conclu-
sions appear in Section4.

2 System Design and Implementation

This year’s system is almost identical to the ERSS suite
developed for the previous year’s DUC competition, as
described in (Bergler et al., 2004), which in turn was
an enhanced version of the 2003 system (Bergler et al.,
2003). Thus, here we only provide a brief overview and
focus on the changes to last year’s system. For more de-
tails, we refer the reader to our previous papers.

2.1 Summarization Strategy Overview

Our summarization system is based on a single strat-
egy, the generation and processing of coreference chains
using fuzzy set theory. We compute both inter- and
intra-document coreference chains, together they indi-
cate which entities are important within a document and
across documents.

For focused summaries based on a set of questions,
we consider the context as yet another document within
a cluster when computing cross-document coreference
chains. This allows us to identify information within and



across documents that are semantically connected with
one or multiple question(s) from the context.

Sentences are then extracted based on a scoring and
ranking scheme and assembled into a multi-document
summary, with only light postprocessing performed on
each sentence.

2.2 Implementation

ERSS has been implemented based on the GATE(Gen-
eral Architecture for Text Engineering)framework (Cun-
ningham et al., 2002). As a component-based architec-
ture, individual analysis components (so-calledprocess-
ing resources) can be easily added, modified, or removed
from the system. An extension to the framework al-
lows us to load and process multiple documents for com-
mon processing, a prerequisite for cross-document anno-
tations, like coreference resolution results.

To process a (multi-)document, apipelineof process-
ing components is run in sequence, each addingannota-
tions to the text. The most important components within
our system, in order of their execution, are:

Preprocessing: a number of preprocessing components
perform tokenization, gazetteering (marking tokens
with semantic labels based on lists like person
names, locations, or companies), abbreviation detec-
tion, quote recognition, and sentence splitting.

POS Tagger: part-of-speech tagging is performed by
the Hepple tagger (Hepple, 2000) included in the
GATE distribution.

NE Transducer: a multi-stage JAPE1 transducer, based
on the ANNIE system that comes with GATE, iden-
tifies several named entities, like Persons, Organiza-
tions, Locations, or Number and Date information.

NP/VP Chunker: noun chunking is performed in two
steps; firstly, base NPs are generated using the POS
tags and NE information. This NP chunker is im-
plemented in JAPE and replaces our Earley-based
chunker used in the previous two years. Secondly,
long NPs are generated based on some prepositional
and conjunctional patterns. An additional JAPE
chunker analyses verb phrases.

Fuzzy Coreferencer: this component builds fuzzy
coreference chains. Details on the fuzzy algorithms
are available in (Witte and Bergler, 2003; Witte,
2002) and their use within our summarization
system is described in (Bergler et al., 2004; Bergler
et al., 2003).

1A regular-expression based language for writing grammars
over annotations, from which (non-deterministic) transducers
can be generated by a GATE component.

Summarizer: this is our summarization framework,
which allows for pluggable summarizationstrate-
gies, described in more detail below.

2.3 Summarizer

Our summaries consist of a sequence of text extracts. A
summarization framework allows the development of dif-
ferent summarization strategies. For each strategy, fea-
tures are extracted from a document’s annotations (for ex-
ample, the length of a coreference chain) and the features
are weighted, resulting in a rank for an annotation. Based
on this rank, we then extract the selected annotation(s),
for example, a list of NPs or sentences.

For DUC 2005, we essentially used the same strategies
we developed for task 5 of DUC 2004 (NIS, 2004): sum-
maries are generated based on either coreference chains
or coreference clusters (Bergler et al., 2004). Since the
2005 competition only allowed the submission of one re-
sult per group, we chose the cluster-based strategy.

Our summarization strategy was changed for this year
only slightly to better handle multiple NPs in the context,
which corresponds to the (single-NP) question of task 5
in DUC 2004: We cluster NPs from the question with
the NPs in the documents based on the computed fuzzy
coreference chains. Thus, for each NP in the context, we
obtain at most one cluster (depending on the clustering
parameters, several question NPs might be clustered to-
gether). For each cluster, we choose one representative
sentence, then continue with the next cluster to ensure
that the generated summary covers all context NPs. The
crucial aspect is to rank the noun phrases of each cluster
in accordance with a set of features:

NP length: This feature ranks an element according to
its string length (longer NPs receive a higher rank).

Apposition: If an element is part of an apposition, this
feature gives a higher score to this element.

Context: To rank sentences higher that contain several
noun phrases from the question, we project this fact
onto the noun phrases of a sentence by giving every
NP a score according to the number of other noun
phrases in the sentence that are also part of the con-
text.

Specific NPs: This feature gives every noun phrase a
score depending on the number of specific noun
phrases in the sentence where it occurs. This is
achieved by examining whether the NP has addi-
tional named entity annotations that correspond to
one contained in a list of types indicating specific
information. For example, the full name of a person
is probably undesirable within a general summary.
This feature scores noun phrases higher that have
no specific elements in the same sentence. For this



“What countries are or have been involved in land or water boundary disputes with each other over oil
resources or exploration? How have disputes been resolved, or towards what kind of resolution are the

countries moving? What other factors affect the disputes?”

The ministers of Asean – grouping Brunei, Indonesia, Malaysia, the Philippines, Singapore and Thailand – raised the
Spratlys issue at a meeting yesterday with Qian Qichen, their Chinese counterpart. The meeting takes place against
a backdrop of the continuing territorial disputes involving three Asean members – China, Vietnam and Taiwan – over
the Spratley Islands in the South China Sea, a quarrel which could deteriorate shortly with the expected start of oil
exploration in the area. China and Vietnam restored ’normal’ relations in November after years of tension, but the
rapprochement was quickly soured by territorial disputes on land and at sea. The banking system is in urgent need
of reform and a series of draft laws relating to business – including those on bankruptcy, the resolution of contract
disputes and the promotion of domestic investment – are queueing up to be passed by the National Assembly at its
next meeting in December. Beijing periodically sends ships into areas that Vietnam says are in its territorial waters,
including zones set aside for oil exploration. In addition, the unsettled Ukrainian-Russian territorial dispute over Crimea
could threaten current contracts, which have been negotiated with Ukrainian authorities. British Gas said last year it
had discussed joint offshore exploration close to the disputed waters with YPF, Argentina’s state-owned oil company.
Britain and Argentina are to hold talks in July on joint oil exploration in waters surrounding the Falkland Islands, two
years after a previous round of oil talks collapsed. Both countries have awarded oil exploration contracts to US oil
companies in disputed waters. One of the law’s ostensible purposes is to encourage compromises over the exploitation
of maritime resources, even among countries with unresolved disputes.

Figure 1: Example for an ERSS-generated focused summary for d357 (context shown on top)

year’s competition, we labeledFirstPersons, Per-
sons, Locations, Dates, Money, Abbreviationsand
Acronyms,as well asAddressesas bearing specific
information.

No pronominal resolution: To avoid dangling pro-
nouns in summaries, this feature ranks elements low
that have unresolvable pronouns in the enclosing
sentence.

After all clusters have been covered, we iterate through
them again, choosing the second-best cluster representa-
tive, and this process is repeated until the size limit (250
words for DUC 2005) has been reached.

Postprocessing. To smoothen the generated summary,
we perform a few postprocessing tasks. Besides the re-
moval of duplicate (sub-)sentences, we check for dan-
gling pronouns in the generated summary extract. If
such a pronoun occurs, we obtain the corresponding non-
pronomial entity from the computed coreference chains
and replace it in the summary output.

A further improvement is the replacement of repeat-
edly occuring complex names. To do this, we try to re-
place the long name by a short form using information
from the named entity transducer or, if no NE information
is available, by deleting a prefix from the noun phrase,
leaving only one word to denote the entity after its first
full reference.

An example for an ERSS-generated summary can be
seen in Figure1.

3 Evaluation

We analysed the performance of our system based on
the automatic and manual evaluations provided by NIST
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Figure 2: System ranks based on ROUGE and BE scores
for all systems (not including human summaries)

(Dang, 2005), as well as additional analyses using the
ROUGE (Section3.1), Pyramid (Section3.2), and Basic
Element (Section3.3) methods. We were particularly in-
terested in the correlations between these different mea-
sures, i.e., how well they track each other. If two mea-
sures give significantly different results, this could be an
indication for a better discrimination between the perfor-
mance of different systems, something that is hard to ob-
tain using only ROUGE.

Table1 gives an overview over the results given by the
different evaluation measures. As can be seen, there is
a striking difference in our system’s performance when
evaluated with the different ROUGE scores and espe-
cially the two new measuresPyramidsand Basic Ele-
ments. Figures2 and3 in particular show the divergence
of the results: While most systems score very similar un-



Measure ERSS mean best / worst rank

ROUGE-1 0.36 0.33 0.38 / 0.18 11/32
ROUGE-2 0.06 0.06 0.07 / 0.03 15/32
ROUGE-SU4 0.12 0.11 0.13 / 0.06 13/32
Basic Elements 0.027 0.022 0.033 / 0.006 9/32
Linguistic quality unscaled 3.17 3.26 3.97 / 2.86 21/32
Responsiveness unscaled 2.44 2.40 2.78 / 1.38 14/32
Grammaticality quality 3.56 3.77 4.34 / 2.60 25/32
Non-redundancy quality 4.24 4.41 4.74 / 3.96 27/32
Referential clarity quality 2.80 2.99 4.58 / 2.16 21/32
Focus quality 3.00 3.15 4.50 / 2.38 21/32
Structure and Coherence quality 2.22 2.18 4.00 / 1.60 10/32
Pyramids 0.14 0.16 0.21 / 0.06 18/25
Auto-Pyramids 0.057 0.059 0.082 / 0.028 16/25

Table 1: Evaluation results overview for ERSS 2005 (System ID #25)

der the different measures, they significantly disagree for
ERSS (system no. 25). We attempt to analyse this effect
in more detail below.

3.1 ROUGE

Like in the previous year, NIST evaluated all systems us-
ing the ROUGE metric (Lin and Hovy, 2003; Lin, 2004).

As can be seen in Table1, ERSS performs roughly
in the upper third of all systems when evaluating the
ROUGE-1 score and average when considering the
ROUGE-2/-SU4 score. This is consistent with the results
we observed in last year’s DUC competition (Bergler et
al., 2004).

3.2 Pyramids

The Pyramid method (Nenkova and Passonneau, 2004)
is a new manual evaluation strategy that was designed
to overcome some of the problems with the ROUGE
method, especially the inability to deal with abstracting
summaries. Figure3 shows the results for the systems
that participated in the Pyramid evaluation.

The authors of the Pyramid method claim (Nenkova
and Passonneau, 2004) that there is no significant cor-
relation (using the Spearman rank-coefficient) between
the ranks computed by the Pyramid score and an n-gram
match (i.e., ROUGE). We were interested whether this
claim holds for the results of the DUC 2005 competition,
where the authors from 25 of the 32 systems also partici-
pated in the manual annotation of Pyramids.

To compute the correlation, we ranked the 25 systems
based on their various ROUGE scores and their Pyramid
score. For each combination of a specific rank obtained
through a ROUGE score we computed the Spearman cor-
relation with its Pyramid-based rank. Table2 gives the
overall correlation of the different measures.2

2The results for the correlation with ROUGE match those
reported in (Passonneau et al., 2005).
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Figure 3: System ranks based on ROUGE and Pyramid
scores (systems participating in Pyramid evaluation only)

There seems to be a correlation, especially when us-
ing the ROUGE-2 score, between the ranks obtained by
using the different measures, unlike the results reported
in (Nenkova and Passonneau, 2004), where correlations
reached a maximum of only 0.35.

However, when examining an individual system, this
does not hold: We also computed the Spearman cor-
relation for each system by ranking all clusters across
systems with both the ROUGE and the Pyramid scores.
These results are shown in Figure4. As can be seen, the
Spearman scores differ wildly, from systems with very
good correlations (around 0.8) to system with very low
or even negative correlation. Table3 contains the Spear-
man correlations for our system.

The overall conclusion we draw from these results is
that, while the Pyramid score does not give more infor-
mation than ROUGE when ranking systems with respect
to each other, for an individual system this does not nec-
essarily hold. The case where these measures disagree is
actually the most interesting one, as this potentially in-
dicates a better (or at least different) discrimination be-
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Figure 4: Spearman rank correlation between different
ROUGE and the manual and automatic Pyramid scores

average correlation
Metric with Pyramid score

modified corrected auto
ROUGE-1 0.823077 0.845385 0.703077
ROUGE-2 0.895385 0.896923 0.704615
ROUGE-SU4 0.858462 0.874615 0.674615
Basic Elements 0.833846 0.850769 0.690000
Responsiveness 0.814615 0.830000 0.727692
Auto-Pyramid 0.826154 0.816923 1.000000

Table 2: Average Spearman correlation between the Pyra-
mid score and different ROUGE, BE, Responsiveness,
and the Auto-Pyramid scores

tween systems. Thus, we were interested in finding out
preciselywhyour system was ranked differently by these
metrics: can the Pyramid method “see” something that
the ROUGE measure cannot, or is the difference simply
an artifact introduced by the method itself?

3.2.1 Corrected Pyramids

We investigated the difference in scoring between the
Pyramid and the ROUGE measure for our system, and
found that in the case where summaries received greatly
different scores this was due to inconsistent manual anno-
tations of the SCUs. For example, for cluster d324 sys-
tem 11 received a score from one annotator of 0.2679 and
from other of 0.5446.3 When we corrected such discrep-
ancies for our system’s annotations, the Pyramid score
again came closer to the ROUGE scores (averaged over
all systems).

So far, we only corrected for 4 of our summaries the
annotations (.pan files), where we found agreement of
content expressed in our summaries with some SCUs of
the pyramid that the annotators had overlooked or inter-

3Unfortunately, only a few clusters have more than one man-
ual annotation, so the inter-annotator agreement cannot be reli-
ably determined.

average correlation with
Metric Pyramid score for ERSS

modified corrected auto
ROUGE-1 0.720301 0.555639 0.458647
ROUGE-2 0.600000 0.196241 0.099248
ROUGE-SU4 0.627068 0.287970 0.305263
Basic Elements 0.428571 0.160150 -0.058647
Auto-Pyramid 0.500752 0.363158 1.000000

Table 3: Average Spearman correlation between different
ROUGE and Pyramid scores for ERSS only

preted as not being exactly the same. Because all systems
scored very close to each other, this small change resulted
in a noticeable change of correlation when averaged over
all system, as can be seen in Table2. When regarding
only our system, however, the change is even more dra-
matic, but the correlation with the corrected Pyramids be-
comesworse, as can be seen in Table3. This again could
indicate that manual Pyramids measure something quite
different from ROUGE, BE, or the automatically com-
puted Pyramids, however, what precisely we have not
been able to determine. As our system only generates
sentence extracts (with only very light post-processing)
and no abstraction at all, we would expect similar perfor-
mance across abstraction-sensitive (Pyramids, BE) and
abstraction-oblivious measures (ROUGE, partially Auto-
Pyramids).

3.2.2 Automatically Generated Pyramids
Given the high amount of work needed for manual

Pyramid annotation, the possibility of inconsistent an-
notations across assessors, and the additional problem
of inter-annotator disagreements, a method for the auto-
matic creation of Pyramid annotations is highly desirable.
A solution is proposed in (Fuentes et al., 2005): the auto-
matic peer annotatorAutoPan,4 which can automatically
create a Pyramid annotation file for a given summary.

We evaluated the results of the AutoPan script for
all systems that also participated in the manual Pyramid
evaluation. Table1 shows the performance of our system
based on the automatically created Pyramid annotations.
Additionally, we computed the correlation of the Auto-
Pyramid scores with several ROUGE, the BE, the official
(modified) Pyramids, and the Responsiveness measures.

As can bee seen in Table2, there is a significant
correlation (around 70%) between the ranking obtained
through the automatically created Pyramid annotations
and the other measures, especially between the auto-
matically and the manually created ones at 83%. How-
ever, like with the manual Pyramids examined above, this
does not indicate that the scores foreach systemcorrelate
equally well; for some systems, there is a very high cor-

4Available at http://www.lsi.upc.edu/~egonzalez/
autopan.html.

http://www.lsi.upc.edu/~egonzalez/autopan.html
http://www.lsi.upc.edu/~egonzalez/autopan.html


relation, for others, especially ERSS, the correlation is
not significant, reaching as low as 0.09 for ROUGE-2, as
shown in Table3.

Thus, while the current method for automatically cre-
ating Pyramids gives a good correlation, on average, with
the manual ones for evaluating the performance of a set of
systems, this is not necessarily true for the evaluation of
a single system. A graphical illustration of this gives Fig-
ure 4, where we plot the Spearman correlation for each
system between ROUGE, the automatically, and the man-
ually created Pyramid annotations: Here, several systems
are well below the 0.05α-risk.

3.2.3 Pyramid Conclusions

As the above evaluations show, the Pyramid measure
behaves quite differently from either the ROUGE or BE
measures. This is in principle a useful property, as an-
other metric that correlates highly with an existing metric
would be redundant.

However, as practically all systems (and especially our
system ERSS) do not implement any significant amount
of abstraction, one would expect systems to rank similar
to each other given the same model summaries. This is
not the case with the Pyramid ranking, neither averaged
for all systems nor within a system. As such, we were not
able to determine whether the Pyramid measure actually
delivers more (or different) information than, say, BE or
the Auto-Pyramids, or if the different results are due to
some kind of artifact introduced by the Pyramid method
itself.

Finally, it remains unclear to us whether the Pyramid
method actually provides an accurate measure for the
quality of afocused summaryas generated for DUC 2005:
The Pyramid score favours SCUs that appear in several
model summaries, essentially giving preference to the
majority information across the model summaries. This
score doesnot measure howimportantor relevantsuch
an SCU is in actually answeringa question from the con-
text. One might argue that information important for a
certain question must also appear in more model sum-
maries, but this is a rather indirect measure of how rele-
vant an SCU is with respect to the context questions.

3.3 Basic Elements

Basic Elements (BE) are a new automatic evaluation
framework proposed by (Hovy et al., 2005).

We evaluated our system with BE5 as well and exam-
ined correlations with the other automated methods.

Table4 shows the correlations between the BE scores
for all systems and the Pyramid, Responsiveness, and
several ROUGE scores. Here, we computed the corre-
lation between all systems and clusters, except for the

5Here, we used BE version 1.1 with the parameters-b -f
-s -l.

average correlation
with BE score

ROUGE-1 0.859753
ROUGE-2 0.923639
ROUGE-SU4 0.888105
Responsiveness 0.853327
Pyramids 0.833846

Table 4: Average Spearman correlation between the BE
score and the ROUGE, Responsiveness, and Pyramid (for
participating systems only) scores
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Figure 5: Correlation of BE and ROUGE scores for all
systems

Pyramid correlation, which includes only the 25 systems
and 20 clusters that participated in the Pyramid experi-
ment. Also, unlike (Hovy et al., 2005), we do not in-
clude the manually created human summaries in the eval-
uation. Compared to the results reported in the workshop
version of (Hovy et al., 2005), this results in a lower cor-
relation with the Responsiveness score (0.853 vs. 0.928),
similar correlation with the ROUGE-2 score (0.923 vs.
0.965), but a much higher correlation with the Pyramid
score (0.834 vs. 0.402).

Like for the Pyramid method, we wanted to find
out how stable the correlation between the BE and the
ROUGE method for each system is. Figure5 shows a
Spearman coefficient well above the 0.05α-risk for all
systems.

average correlation
with BE score for ERSS

ROUGE-1 0.827179
ROUGE-2 0.893541
ROUGE-SU4 0.887155

Table 5: Average Spearman correlation between different
ROUGE and the BE score for ERSS only

As can be seen from Table1, BE score our system
higher than all other measures (rank 9/32), including the
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Figure 6: Correlation of different ROUGE and BE system
ranks per document cluster for ERSS

ROUGE-1 score. We were interested whether the differ-
ence in ranking distributes evenly over all clusters, or is
rather caused by a large difference within a few clusters.
The results can be seen in Figure6, where we ranked all
systems within each cluster with the different measures.
Except for cluster 359, all measures perform within the
same range, with a Spearman correlation well above the
0.05α-risk.

Overall, BE receive the highest correlation of the alter-
native evaluation methods when regarding only the cor-
relation of our system, as can be seen in Table5. Thus,
at least for our system, BE provide a much more stable
evaluation framework then either the automatic or man-
ual Pyramid method (see Figure4).

3.4 Evaluating Granularity and
Context-Sensitiveness

DUC 2005 introduced two significant new features: a
complexcontextand agranularity setting. We were in-
terested in how much these features influence the results
of our summarization system. In order to evaluate this,
we changed the prescribed granularity setting (only one
granularity, specific or general, was given for each clus-
ter, never both) and changed the weighting scheme for
information appearing in the context (see Section2.3).

Table 6 shows the results evaluated with ROUGE-2
and ROUGE-SU4 for(a) the original granularity set-
tings,6 with (b) reversed setting, i.e., creating a “specific”
summary when a “general” was requested and vice versa,
(c) general or(d) specific summaries only, and finally
(e)with the original granularity, but ignoring the context.
Much to our surprise, there was almost no change in the
ROUGE score of the resulting summaries.

6These scores differ slightly from the submitted run due to
some changes in the system.

Configuration ROUGE-2 ROUGE-SU4
general/specific original 0.05304 0.10318
general/specific reversed 0.04950 0.10107
general only 0.05166 0.10295
specific only 0.05088 0.10131
w/o weighting context 0.05953 0.12878

Table 6: Average ROUGE scores for different settings

Regarding the granularity, this is due to the small influ-
ence named entities have on the overall summary gener-
ation: this parameter was too unclearly specified in order
for us to risk big differences in system output based on
an essentially random value. The context-sensitiveness
of our system is still under investigation; the experi-
ment performed above still included the context questions
in the system, thereby influencing the cross-document
coreference resolution and the resulting clusters. Thus,
we need to remove the context information completely
in order to determine its influence on the summarization
process. This evaluation is still ongoing.

4 Discussion and Conclusions

While the new task presented in DUC 2005 has poten-
tially interesting practical applications, its evaluation re-
mains difficult.

4.1 Why a Context?

To begin with, the basic assumption that the introduc-
tion of a context leads to better (or even different) sum-
maries for a certain (essentially unknown) task remains
unproven, as no summaries have been generated based
on the same source texts, butwithout a context. Thus,
how much precisely a context changes the structure or
content of a summary remains unknown. A systematic
evaluation of context-sensitiveness ideally would include
the generation of summaries for different context sizes,
from empty to full context. As can be seen from our (still
preliminary) evaluations of context-sensitiveness, the as-
sumption that a summary changes significantly when a
context is introduced cannot be taken for granted.

One should remember the experience with the “con-
text task” within the TREC-10 competition, where the
evaluation showed that there is no difference whatsoever
between a system’s ability to answer questions with or
without a context (Winikoff and Kosseim, 2004).

As a consequence, the “context task” was dropped
from TREC entirely.

4.2 Why a Granularity?

Also, the purpose of the context attribute for generat-
ing “specific” or “general” summaries remains unclear.
No specific guidelines have been given as to what pre-
cisely constitutes a general/specific summary, no indica-



tion of the purpose or application of this feature has been
given, and it has been basically ignored in all evaluations,
making its introduction not just useless, but potentially
harming the performed evaluations by conflating sum-
maries generated under different conditions within the
same score.

As every system was asked to generateeithera specific
or a general summary for a cluster (but never both), a
precise evaluation of this parameter’s influence upon the
participating summarization systems is impossible.

Fortunately, it was decided to drop “granularity” from
the DUC 2006 task. On the other hand, this will make it
more difficult to compare the 2006 results with those of
this year’s competition.
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Sabine Bergler, René Witte, Zhuoyan Li, Michelle
Khalife, Yunyu Chen, Monia Doandes, and
Alina Andreevskaia. 2004. Multi-ERSS
and ERSS 2004. In Proceedings of the
HLT/NAACL Workshop on Text Summarization
(DUC 2004). Document Understanding Conference.
http://www-nlpir.nist.gov/projects/duc/
pubs/2004papers/concordia.witte.pdf.

H. Cunningham, D. Maynard, K. Bontcheva, and
V. Tablan. 2002. GATE: A framework and graphi-
cal development environment for robust NLP tools and
applications. InProceedings of the 40th Anniversary
Meeting of the Association for Computational Linguis-
tics. http://gate.ac.uk.

H. T. Dang. 2005. Overview of DUC 2005. InProceed-
ings of the HLT/EMNLP Workshop on Text Summa-
rization DUC 2005(NIS, 2005). http://duc.nist.
gov.

M. Fuentes, E. Gonz̀alez, D. Ferŕes, and H. Rodrı́guez.
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Reńe Witte and Sabine Bergler. 2003. Fuzzy Coref-
erence Resolution for Summarization. InProceed-
ings of 2003 International Symposium on Refer-
ence Resolution and Its Applications to Question
Answering and Summarization (ARQAS), pages 43–
50, Venice, Italy, June 23–24. Università Ca’ Fos-
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